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1. Introduction  

 

Advancements in video surveillance techniques since the launch of IP cameras have seen 

many technological advances that have delivered increased resolution and improved picture 

quality through better lenses, sensor and image processing technology. These advancements 

are capable of bringing much needed improvements in evidential image quality and enable the 

user to realize the investment made in CCTV through deliverable results in terms of clear 

identification.  

 

Delivering these advancements requires additional design thinking in terms of total bit rate 

throughput. Typically higher resolutions FHD & 4K require much greater bandwidths that 

impact on the design and cost of both the network to stream high definition images across and 

the recording hard drive capacity needed to store them on. System designers now not only 

need to think in terms of the angle of view or depth of field that a camera needs to produce but 

also to think of the content within the camera image in terms of what is useful and what is not. 

For example streaming and recording scenes in high definition of empty streets devoid of 

movement, people or cars, or the skyline creates lots of useless image data that requires lots of 

bandwidth to stream and store. 

 

Panasonic have now developed a cost viable solution to the high definition bandwidth problem 

by enabling important content to stream as high definition whilst economizing or eliminating on 

unimportant content in an image. This technology is called Panasonic Smart coding and its 

employment reduces the total cost of ownership and makes the investment in high definition 

within the reach of a much wider section of the video surveillance marketplace. 
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2. Panasonic’s Smart Coding Technology 

 

Smart Coding is a license free feature available on *Panasonic i-PRO and i-PRO Extreme cameras. 

Total bit rate throughput can be reduced by combining the two main technologies that make up 

the Panasonic Smart Coding innovation; 

 

1. Technology that assigns high resolution data to important content, such as people or 

cars 

2. Technology to reduce noise generated in low-illumination environments or at night 

therefore eliminating the streaming of noise seen as movement in current compression 

algorisms. 

 

As we are eliminating the unnecessary streaming or high resolution data even greater results in 

overall bit rate throughput can be saved by combining Smart Coding with Panasonic 

high-resolution 4K surveillance cameras.  

 

Panasonic’s Smart Coding Technology is based on the coding of the moving video standard, as 

such special modules and the like are not needed for display or playback by a client who is 

employing this technology. 

 

The two technologies that make up the Panasonic Smart Coding innovation are made of several 

elements that are described as follows; 
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Figure 8 : The image diagrams for the description of FDF

Figure 9 : The outline flow of FDF processing
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filter for each is applied to enable noise to be reduced while leaving edge 

 

 



9 

 

5. Conclusion  

Since 1957, Panasonic has over 50 years of experience in the surveillance camera industry and 

has served a broad range of customers around the world. Based on the Panasonic group’s 

intellectual properties and technologies, Panasonic, the leading company in the audio and video 

solution market, continues to develop better video surveillance systems.  

 

Panasonic’s Smart Coding technology is technology to reduce video surveillance system costs. It 

concentrates data volume into that for important scenes and areas, and it reduces data 

volumes for scenes and areas without motion as well as reduces noise in low-illuminance 

situations, enabling data volume to be reduced. 

 


